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Abstract.  This paper proposes an approach to generating quizzes for a gamified 

formative assessment system, QuizMASter. To improve its performance and in-

corporate adaptivity to the system, the quiz sequence generation process is mod-

eled as a Beta Bernoulli Bandit model and solving it with Thompson Sampling 

algorithm. Thompson sampling is selected because it is non-deterministic and 

can use prior knowledge. We test the effectiveness of the proposed multi-armed 

bandit algorithm in QuizMASter with an online course on Data Structure and 

Algorithms.  
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1 Introduction 

The primary purpose of a formative assessment in online learning is to offer learners 

feedback through identifying areas that may need improvement. Currently, even though 

there are online self-quizzes in many online courses that provide immediate and ongo-

ing feedback to students, those of ‘one-size-fits-all’, static, and manually made quizzes 

are boring to students. To make formative assessment in online courses engaging, we 

have been developing and testing a gamified formative assessment system, QuizMAS-

ter [1]. QuizMASter was designed similar to a TV game show, where a small group of 

contestants compete by answering questions presented by the game show host [1]. In 

QuizMASter, students naturally take the place of game contestants, however the game 

host has been replaced with a software agent. The issue with the current version of 

QuizMASter is its high complexity in quiz creation because of the time to create the 

student modeling, the necessity of calibration of the question bank. More seriously, it 

depends on knowledge of item difficulties to estimate students’ proficiency while it 

assumes that the levels of difficulty remain unchanged over time. 

To improve the performance of QuizMASter, in this research we aim to design an 

adaptive mechanism for automatically and dynamically generating engaging, and ped-

agogically helpful quizzes to be used in QuizMASter. To reach this goal, it is needed 

to design an algorithm that can accurately identify the lacking areas of knowledge of 

the student and explore the topic in detail helping further learning or remediation. 

 

We model the quiz sequence generation process as a Beta Bernoulli Bandit model 

and solving it with Thompson Sampling algorithm [2]. Thompson sampling is selected 
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because it is non-deterministic and can use prior knowledge. We test the effectiveness 

of the proposed multi-armed bandit algorithm used in QuizMASter with an online 

course on Data Structure and Algorithms. 

Section 2 will review the related work in adaptive formative assessment through 

using multi-armed bandits.  Section 3 explains the method we proposed.  The last sec-

tion concludes the paper with future work.  

2 Literature Review 

MAB family of algorithms is named after a problem for a gambler who must decide 

which arm of a K-slot machine to pull to maximize his total reward in a series of trials 

[3]. These algorithms are capable of negotiating exploration-exploitation trade-offs. 

They have been applied in real-world applications solving optimization problems such 

as educational experimental design [4] and website optimization [5]. Recently, there 

are emerging applications of MAB algorithms for optimal learning material selection 

[6-7]. Recently, Melesko and Novickij (2019) [8] propose and test an alternative adap-

tive testing method based on one of the Multi-armed Bandit (MAB) algorithms, Upper-

Confidence Bound [9] for formative assessment for computer networking and cloud 

computing technologies. UCB algorithm is selected as it is one of the simplest algo-

rithms that offers sub-linear regret. The algorithm suggests choosing the action with the 

largest confidence bound. A topic with the smallest lower confidence bound is selected. 

Then the question number n chosen on learning objective o will be 

𝑜𝑛 = 𝑎𝑟𝑔min
𝑡∈𝑇

(𝜇𝑜 − 𝐶√
𝑙𝑜𝑔𝑛

𝑁𝑜
)                                                (1) 

Where C is a constant that can be chosen to regulate the impact the second exploration 

has on the choice of the learning objective, and NO is the number of questions for which 

the learning objective o has been asked so far. As the number of questions on the learn-

ing objective increases, so the uncertainty and the exploration term of the formula de-

crease. They obtained some initial positive results [8].  

However, there are three drawbacks of UCB algorithm. First, it is a deterministic 

algorithm. If the input to the algorithm is the same, the output will be the same. This 

feature is not desirable when the student plays the game repeatedly. Second, it cannot 

use prior knowledge about the mastery level of the student while prior knowledge may 

be useful to identifying the lacking areas of knowledge of the student. Third, according 

to [8], the number of questions needed to achieve a certain level of accuracy is a func-

tion of exploration constant C in (1), which is unknown to us. 

Thompson sampling (also called posterior sampling [2] strategy was first proposed 

in 1933 by Thompson [10] but it attract little attention in literature on MAB until re-

cently when researchers started to realize its effectiveness in simulation and real-world 

applications [11-13]. Its main idea is to randomly select an arm according to the prob-

ability that it is optimal. 
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3 The Proposed Method 

3.1 The Quiz Model in QuizMASter 

We represent the domain model of a subject as ∆ = {𝛿1,  𝛿2,  … ,  𝛿𝑛},   𝛿𝑖 is called 

knowledge unit (KU). Each KU has a list of learning objectives. The learning objectives 

of 𝛿𝑖 are denoted as 𝐿𝑂(𝑖) = {𝑙𝑜(𝑖, 1), 𝑙𝑜(𝑖, 2), … , 𝑙𝑜(𝑖, 𝑗), … 𝑙𝑜(𝑖, 𝑛𝑖)}. (i = 1, 2, …, K). 

Here 𝑛𝑖 is the number of learning objectives for knowledge unit 𝛿𝑖 , and 𝑙𝑜(𝑖, 𝑗) is jth 

learning objective in 𝛿𝑖. For 𝑙𝑜(𝑖, 𝑗), we design a set of assessment questions. For each 

assessment question, it corresponds to one or more learning objectives and one or more 

KUs. 

A quiz in QuizMASter consists of a set of questions which could be multiple-choice 

questions (MCQs) or True/False questions, denoted as 𝑄𝑢𝑖𝑧 =
{𝑞(1), 𝑞(2), … , 𝑞(𝑖), … 𝑞(𝑚)}, in which q(m) is the size of a quiz, which is to be deter-

mined optimally. Each MCQ has several options, only one of which is correct. Each 

MCQ is tagged by the course experts with a set of indexes according to the assessment 

model, including corresponding KUs and learning objectives and feedback. The student 

model is to estimate the probability that a given student with a history will answer to a 

test question associated with a learning objective correctly. It is represented as a time-

series matrix where rows represent the learning objectives, columns represent discrete 

times, and the value is the probability that the student can answer the questions of the 

learning objective correctly. We record all the answers (correct or wrong) the student 

answered for each question. 

3.2 Modelling the Quiz Generation Process with Thompson Sampling 

The accuracy of identifying the weakest learning objectives of the student is important 

for two reasons. One is for ensuring that the game is challenging and engaging and 

another is for providing accurate and helpful feedback to the student. Considering the 

limited time of the learner and limited questions in the question bank, one of the 

objectives of the quiz generation process in QuizMASter is to maximize the accuracy 

of identifying the weakest learning objectives of the student in a quiz. 

Thus, it is an optimization of sequential allocation problem. The host agent of the 

QuizMASter, representing the course instructor, explores the different learning 

objectives and engages in focused questioning, exploiting those learning objectives 

which are possibly in most need of further learning activities for remediation.  

Bernoulli Bandit problem: In the Bernoulli bandit, there are K actions, and when 

played at time t, an action 𝑘 ∈ {1, … , 𝐾} produces a reward rt of one (1) with probability 

𝜃𝑘 ∈ [0, 1] and a reward of zero (0) with probability 1-𝜃𝑘 ∈ [0, 1]. Each 𝜃𝑘 can be in-

terpreted as an action’s success probability or mean reward. The success probabilities 

(𝜃1, … , 𝜃𝐾) are unknown to the agent, but are fixed over time, and therefore can be 

learned by experimentation [2]. The objective is to maximize the cumulative number 

of successes over T periods, where T is relatively large compared to the number of arms 

K.  
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Bata-Bernoulli-Bandit:  Let the agent begin with an independent prior belief over each 

𝜃𝑘. Take these priors to be beta-distributed with parameters 𝛼 = (𝛼1, … , 𝛼𝐾) and 𝛽 =
(𝛽1, … , 𝛽𝐾). For each action k, the prior probability density function of 𝜃𝑘 is  

𝑝(𝜃𝑘) =
𝛤(𝛼𝑘 + 𝛽𝑘)

𝛤(𝛼𝑘)𝛤(𝛽𝑘)
𝜃𝑘

𝛼𝑘−1
(1 − 𝜃𝑘)𝛽𝑘−1 

     Where 𝛤 denotes the gamma function. Each action’s posterior distribution is also 

beta with parameters that can be updated as follows: 

(𝛼𝑘 , 𝛽𝑘) ← {
(𝛼𝑘 , 𝛽𝑘), 𝑖𝑓 𝑥𝑡 ≠ 𝑘

(𝛼𝑘, 𝛽𝑘) + (𝑟𝑡 , 1 − 𝑟𝑡), 𝑖𝑓 𝑥𝑡 = 𝑘
 

TS is specialized to the case of a Beta-Bernoulli bandit. The success probability esti-

mate 𝜃̂𝑘 is randomly sampled from the posterior distribution, which is a beta distribu-

tion with parameters 𝛼𝑘 and 𝛽𝑘, rather than taken to be the expectation 𝛼𝑘/(𝛼𝑘 + 𝛽𝑘)  

used in the greedy algorithm. 𝜃̂𝑘 represents a statistically plausible success probability. 

We can see that the quiz generation problem in QuizMASter can be modelled as a Ber-

noulli Bandit problem.  

As the goal is to explore the knowledge of the student, the algorithm should probe 

and explore the different topics and engage in focused questioning, exploiting those 

which are possibly in most need of further learning or remediation.  

The host agent chooses from many questions from multiple learning objectives, 

which correspond to bandits in the multi-armed bandit model. Choosing a learning ob-

jective to explore is pulling an arm in the multi-armed bandit model.  

The gambler is replaced by the game host. The choice of machines is replaced by a 

choice of an MCQ, and reward is replaced by the correctness of the answer by the 

student {0, 1}. The game host repeatedly chooses a question with a learning objective 

to explore until reaching the maximum number of a quiz. Our bandit model presents an 

opaque bandit problem where a unique answer, reward, is observed at each round.  

Suppose the learning objectives to be assessed for the student are LO = {lo1, lo2, …, 

loK}. The reward in the QuizMASter to each question 𝑥𝑟 ∈ {0, 1} is binary valued. Each 

learning objective corresponds to an unknown probability distribution. There exists a 

vector 𝜇 ∈ [0, 1]𝐾such that for the rth question of a quiz, the algorithm chose learning 

object lok the probability that xr = 1 is 𝑝(𝑥𝑟 = 1| 𝑟; 𝑙𝑜𝑘) = 𝜇𝑘, k ∈ {1, 2, …, K}. That 

is, {𝜃𝑘} in the Bernoulli bandit is replaced by {𝜇𝑘}. Take these priors to be beta-distrib-

uted with parameters 𝛼 = (𝛼1, … , 𝛼𝐾) and 𝛽 = (𝛽1, … , 𝛽𝐾). For each action k, the prior 

probability density function of 𝜇𝑘 is  

𝑝(𝜇𝑘) =
𝛤(𝛼𝑘 + 𝛽𝑘)

𝛤(𝛼𝑘)𝛤(𝛽𝑘)
𝜇𝑘

𝛼𝑘−1
(1 − 𝜇𝑘)𝛽𝑘−1 

To make the exploration of the weakest learning objective of the student’s 

knowledge, the optimal policy is to choose a question on one learning objective for 

which 𝜇𝑘 attains its smallest value, i.e. 𝑙𝑜∗ = 𝑎𝑟𝑔𝑚𝑖𝑛𝑘∈𝐾𝜇𝑘.  

 

3.3 The Proposed Algorithm  

 

Considering the traits of UCB algorithm mentioned in Section 2, we adopt Thomp-

son Sampling (TS) to solve the quiz generation online decision problem modelled as 

Bata-Bernoulli-Bandit problem. We cannot directly use standard model of TS, as it 
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ignores the process of prior specification and assumes a simple model in which the set 

of feasible actions is constant over time and there is no side information on decision 

context [2]. Through using a student model as prior knowledge, then TS can learn to 

select the quiz questions with the weakest learning objectives within the scope of a 

specific knowledge area to be assessed. Also, by imposing the pedagogical model and 

other game factors as time-varying constraints on the actions, i.e., the set of learning 

objectives. Table 1 shows the algorithm proposed to solve the quiz generation problem 

in QuizMASter.  

 

Algorithm BernTS-QuizMASter(𝐿𝑂, 𝛼, 𝛽) 

1: for t = 1, 2, …, do 

2:     # sample model 

3:     for k = 1, …, K do 

4:          Sample 𝜇̂𝑘~𝑏𝑒𝑡𝑎(𝛼𝑘 , 𝛽𝑘)  

5:     end for  

6:      #select and apply action: 

7:      𝑙𝑜𝑡 ← 𝑎𝑟𝑔𝑚𝑖𝑛𝑘𝜇̂𝑘  

8:      Select a question with lot and observes xt 

9:     #update distribution 

10:     (𝛼𝑥𝑡
, 𝛽𝑥𝑡

) ← (𝛼𝑥𝑡
+ 𝑥𝑡, 𝛽𝑥𝑡

+ 1 − 𝑥𝑡) 

11: end for 

 

We are developing a new version of the QuizMAster for experiments using the pro-

posed framework. We organize the quiz game system for a course as a number of stages, 

each of which corresponds to a knowledge unit in the domain model. For instance, in 

Data Strucruee and Algorithms, the quiz game has 12 stages. In each quiz generation 

provess, the proposed algorithm can learn to select the quiz questions with the weakest 

learning objectives within the knowledge unit.  

4 Conclusion and Future Work 

We have presented a method for quiz generation for a quizmaster, a gamified and adap-

tive formative assessment system. With the method, we use a computer science online 

course on Data Structure and Algorithms as a testbed to test the feasibility and effec-

tiveness of the proposed method. The research is at the initial stage and the system is 

still under development and to be tested by real online students from Athabasca Uni-

versity. We will use positive predictive value proposed in [8] as accuracy to measure 

the machine learning performance of the algorithm for benchmarking. 
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